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ABSTRACT

The integration of cyber-physical co-simulation frameworks is increasingly recognized as a foundational technique
for advancing autonomous vehicle (AV) research and development. By tightly coupling traffic microsimulation,
high-fidelity vehicle dynamics, and realistic network emulation, such frameworks enable researchers and engineers
to evaluate perception, planning, and control algorithms under conditions that closely mimic real-world operations.
This manuscript presents an enhanced exploration of a novel co-simulation architecture built on ROS 2, orchestrating
SUMO for urban traffic scenarios, CARLA for detailed vehicle and sensor modeling, and NS-3 for end-to-end
communication emulation. We detail the architectural components, synchronization mechanisms, and data-exchange
protocols that ensure sub-50 ms round-trip latencies and near-real-time execution. A comprehensive statistical
analysis over 100 randomized scenarios—including latency, real-time factor, CPU utilization, and memory
footprint—is provided, with performance metrics rigorously profiled and confidence intervals computed. Validation
against single-simulator baselines demonstrates trajectory divergence under 0.05m over 1km, confirming high
modeling fidelity. Finally, we discuss extensibility features, including plug-and-play modules for threat injection and
hardware-in-the-loop (HIL) integration, and identify future research avenues such as standardized FMI-ROS
interfaces and multi-agent V2X coordination. Through this work, we contribute a robust, open-source co-simulation
platform that bridges critical gaps in AV systems validation and paves the way for more resilient, scalable, and secure

autonomous driving solutions.
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INTRODUCTION

Autonomous vehicles (AVs) epitomize complex cyber-physical systems (CPS), wherein computational algorithms governing
perception, decision-making, and control interact dynamically with the physical environment via sensors and actuators.
Ensuring safety, reliability, and efficiency in AVs demands rigorous testing across a spectrum of scenarios—ranging from
dense urban canyons to high-speed highways—under varying network conditions and potential adversarial influences.

Traditional evaluation methodologies that isolate vehicle dynamics (e.g., CARLA) or network performance (e.g., NS-3) fall
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short in capturing emergent behaviors resulting from tightly interwoven system components. For example, latency spikes in
vehicle-to-infrastructure (V2I) communications can degrade perception accuracy, leading to suboptimal planning decisions

and safety risks.

Components of Autonomous Vehicle Co-Simulation

Figure-1.Components of Autonomous Vehicle Co-Simulation
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Co-simulation frameworks address this challenge by orchestrating multiple specialized simulators through a unified
middleware, enabling synchronous data exchange and holistic performance assessment. Key milestones in this domain
include the U.S. National Institute of Standards and Technology’s Universal CPE Experimentation Framework (UCEF),
which demonstrated early feasibility of integrated CPS testing , and academic platforms like F1/10 that enabled
hardware-in-the-loop (HIL) studies for scaled prototypes . More recent efforts, such as AirSim’s Unreal Engine integration,

have provided photorealistic environments for training deep learning models in perception tasks .

Despite these advances, existing solutions exhibit limitations: (1) synchronization overheads leading to latency beyond AV
control loop requirements; (2) rigid architectures that hinder extensibility for threat modeling or multi-agent coordination;
and (3) lack of standardized interfaces for seamless coupling of new simulators. Addressing these gaps, this work introduces
a modular ROS 2-based orchestrator that synchronizes SUMO, CARLA, and NS-3 at 10 ms time-step granularity, achieving
sub-50 ms latency while maintaining high fidelity and scalability. We outline the design rationale, implementation details,
and validation processes, and position our contributions within the broader AV simulation ecosystem. This introduction sets
the stage for an in-depth literature review, statistical performance analysis, methodological exposition, and discussions on

future enhancements.

LITERATURE REVIEW
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Cyber-Physical Systems Foundations

The term “cyber-physical systems” was formally articulated by Lee and Seshia (2011), highlighting the need for cohesive
integration of computational and physical processes to achieve safety-critical guarantees. Early CPS co-simulation platforms,
such as Hopkinson’s EPOCHS for power grids, established paradigms for time-synchronized, distributed simulation across

domain-specific tools .
Autonomous Vehicle-Focused Frameworks

F1/10 offers a 1/10 scale hardware-in-the-loop (HIL) testbed leveraging ROS 1 and Gazebo, facilitating real-time testing of
SLAM, planning, and control algorithms on physical vehicles (O’Kelly et al., 2019) . AirSim extends Unreal Engine’s
physics engine to simulate sensor modalities (RGB, depth, lidar) with high visual fidelity, supporting reinforcement learning
research (Shah et al.,, 2017) . The Cyber-Physical Mobility Lab synchronizes miniature robotic vehicles over DDS

middleware, demonstrating V2V experiments in mixed-reality environments (Kloock et al., 2020).

Advancing Autonomous Vehicle Validation

Siloed AV Co-simulation Validation and Robust AV
Simulation Framework Extensibility Validation

Disconnected, Integrate traffic, Rigorous testing, plug- Resilient, scalable,
unrealistic simulation vehicle, network and-play modules secure driving
environment emulations solutions

Figure-2.Advancing Autonomous Vehicle Validation

Standardization Efforts: FMI and HLA

Functional Mock-up Interface (FMI) enables tool-agnostic model exchange and co-simulation, widely adopted in automotive
control prototyping . High-Level Architecture (HLA) provides a runtime infrastructure for distributed simulation federates,

though its complexity has limited uptake in fast-prototyping AV contexts.

Network Emulation Tools
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NS-3 and OMNeT++ are de facto standards for network modeling, offering detailed protocol stacks and advanced channel
models. Integrated platforms—such as the ROS 2—NS-3 binding in Stevens & Wang (2023)—achieve latencies under 70 ms

in urban traffic loads but struggle with scalability beyond 50 simultaneous nodes .

Identified Gaps

A critical survey reveals three primary deficits:

1. Latency & Synchronization: Many frameworks cannot sustain <50 ms round-trip delays required by
high-frequency LIDAR and radar fusion loops.

2. Extensibility: Hard-coded interfaces impede integration of new modules for threat modeling or ML inference
accelerators.

3. Standardized API: Absence of ROS 2 bindings for FMI or HLA restricts community-driven tool modularity.

This review motivates our design of a ROS 2 orchestration layer that addresses these shortcomings, providing plug-and-play

modules with standardized message schemas and configurable synchronization protocols.

STATISTICAL ANALYSIS AND DISCUSSION

To quantify framework performance, we conducted 100 randomized simulation runs across two scenario categories: urban
(Downtown Manhattan map) and highway (three-lane segment with 120 km/h speed profile). Metrics collected include
round-trip latency (time from CARLA sensor output to NS-3 application receipt), real-time factor, CPU utilization, and
memory footprint. Statistical measures—mean, standard deviation, and 95% confidence intervals—were computed using

Student’s t-distribution due to sample size and unknown population variance.

Table 1. Performance Metrics across 100 Simulation Runs

Metric Mean | SD | 95% CI Low | 95% CI High
Round-trip latency (ms) | 48.3 | 4.1 46.4 50.2
Real-time factor (ratio) | 0.98 | 0.03 0.96 1.00

CPU utilization (%) 72.5 | 5.7 70.1 74.9
Memory footprint (GB) 3.8 0.4 3.7 3.9
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Figure-3. Performance Metrics across 100 Simulation Runs

Discussion: The sub-50 ms mean latency (95% CI: 46.4-50.2 ms) comfortably satisfies control loop requirements (< 100 ms)
for typical AV perception and planning modules. Real-time factor close to unity indicates that simulation time progresses
nearly in lockstep with wall-clock time, vital for HIL integration. CPU and memory usage percentages confirm viability on
standard development workstations. These results outperform comparable architectures—e.g., the CarMaker—Apollo
platform reporting 65 ms latency and 1.2 real-time factor —demonstrating our framework’s superior synchronization and

resource management.

METHODOLOGY

Orchestrator Architecture
Our co-simulation orchestrator leverages ROS 2 Galactic as the middleware backbone, ensuring deterministic message

delivery and node management. Each simulator runs as a ROS 2 node:

e SUMO Node: Interacts via TraCl to simulate traffic flow on OpenStreetMap-derived road networks.
e CARLA Node: Executes Unreal Engine-based vehicle dynamics and sensor packages (lidar, camera, radar).

e NS-3 Node: Emulates network stack behaviors, including 802.11p V2X protocols and LTE/5G channels.

A Time Manager node enforces a 10 ms synchronization interval by publishing a /clock topic. Subscriber nodes buffer
incoming messages and advance their internal simulation clocks only upon receiving the next /clock tick, ensuring lock-step

progression.

Scenario Generation & Randomization
Urban scenarios deploy 50-100 vehicles with heterogeneous behavior profiles, SMR (stop-and-go) intervals, and pedestrian

flows. Highway scenarios include variable traffic densities (20—80 vehicles) and speed limit compliance rates. A Python
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script utilizing the ROS 2 parameter server randomizes route assignments, traffic light phases, and obstacle placements across

runs.

Performance Instrumentation

e Latency Measurement: Timestamps are injected at CARLA’s sensor data publication and NS-3’s application layer
receipt; delta times are recorded.

e Real-Time Factor: Computed as sim_time / wall clock time per interval.

e Resource Profiling: Linux perf stat and htop capture CPU cycles, context switches, and memory usage. Metrics

are logged to ROS 2 bag files and post-processed with pandas.

Validation Protocol
To assess coupling accuracy, ego-vehicle trajectories from co-simulation runs are overlaid with baseline CARLA-only
trajectories. Euclidean distance deviations are computed at 0.1 s intervals over 1 km traversals. Deviations under 0.05 m

confirm minimal coupling artifacts.

RESULTS

Across 100 simulation runs, the orchestrator exhibited robust performance:

o Latency: Mean 48.3 ms (SD =4.1 ms); peak 58 ms; minimum 40 ms.

e Real-Time Factor: Mean 0.98 (SD =0.03); 90% of runs > 0.95.

e CPU Utilization: Mean 72.5% (SD = 5.7%); sustained under 80% on Intel 17-9700K.
e  Memory Footprint: Mean 3.8 GB (SD= 0.4 GB).

Trajectory validation yielded an average divergence of 0.04 m over 1 km, demonstrating fidelity comparable to standalone
simulations. No deadlocks or message losses were observed, and synchronization remained stable even under peak node
counts (300 ROS 2 topics). These results confirm the framework’s suitability for iterative AV algorithm testing and HIL

expansions.

CONCLUSION

In this work, we have introduced and rigorously evaluated a modular, ROS 2—based cyber-physical co-simulation framework
tailored for autonomous vehicle (AV) research. By seamlessly orchestrating traffic microsimulation (SUMO), high-fidelity
vehicle and sensor modeling (CARLA), and realistic network emulation (NS-3), our platform bridges critical gaps left by
siloed simulation approaches. The design leverages ROS 2’s deterministic publish—subscribe middleware to enforce strict
time synchronization at 10 ms intervals, ensuring sub-50 ms round-trip latencies—even under heterogeneous urban and
highway scenarios with up to 100 vehicles. This performance represents a significant improvement over prior integrations
(e.g., CarMaker—Apollo reporting ~65 ms latency) , and validates our framework’s capability to support high-frequency

perception—planning—control loops essential for safe real-world deployment.
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Beyond latency metrics, our framework maintains a real-time factor consistently near unity (mean = 0.98), demonstrating
that simulated time advances almost in lockstep with wall-clock time. This attribute is crucial for hardware-in-the-loop (HIL)
testing, where synchronization fidelity directly impacts the relevance of experimental findings. Resource profiling indicates
that average CPU utilization remains below 75% and memory footprint under 4 GB on commodity Intel i7 hardware,
enabling wide accessibility for academic and industrial research teams without specialized compute resources. Validation
against standalone CARLA runs yields trajectory divergences under 0.05m over 1 km traversals, confirming that the

coupling mechanisms introduce negligible fidelity degradation.

A key contribution of our work is the extensible architecture: by defining standardized ROS 2 message schemas and a
plug-and-play plugin system, researchers can readily integrate additional modules—such as machine-learning inference
engines, cybersecurity threat injectors, or alternative physics engines—without modifying core orchestrator code. This
modularity fosters community-driven enhancements and accelerates comparative studies across diverse AV algorithms.
Moreover, our decision to adopt open standards like FMI and potential future bindings for HLA positions the framework for

broader interoperability with external tools, advancing toward a unified simulation ecosystem.

However, we recognize limitations that warrant further investigation. Our current synchronous, centralized time manager
may encounter scalability ceilings when extending to city-scale simulations with thousands of agents; future work should
explore distributed synchronization strategies leveraging DDS partitions or consensus protocols. Additionally, while our
framework supports basic V2X protocols, comprehensive evaluation of emerging 5G-based C-V2X and dedicated
short-range communications (DSRC) under varying network load patterns remains to be undertaken. Finally, real-world
validation via full HIL integration—incorporating physical sensor and actuator hardware—will be essential to translate

simulation insights into production-grade AV systems.

FUTURE SCOPE OF STUDY

1. Cybersecurity Threat Injection: Integrate modules for packet spoofing, sensor jamming, and distributed
denial-of-service (DDoS) scenarios to evaluate AV resilience and fail-safe behaviors under adversarial conditions.

2. Multi-Agent V2X Coordination: Extend framework to support cooperative driving algorithms, including
platooning, intersection management via C-V2X, and decentralized consensus protocols for route optimization.

3. Hardware-in-the-Loop (HIL) Integration: Incorporate physical AV controllers, ECU units, and sensor hardware
into the simulation loop to validate end-to-end system performance and safety under controlled laboratory
conditions.

4. Machine Learning Inference Modules: Develop TensorRT-based plugins for real-time swapping of perception
and planning neural networks, enabling rapid algorithm benchmarking across hardware accelerators.

5. Standardization and Community Contributions: Collaborate with the FMI and HLA working groups to create
ROS 2 bindings for model exchange, fostering a wider ecosystem of interoperable co-simulation tools.

6. Scalability Enhancements: Investigate distributed synchronization strategies leveraging multi-host ROS 2 DDS
configurations to scale simulations across compute clusters for city-scale scenario testing.

7. Cloud-Native Deployment: Design containerized deployment pipelines using Kubernetes and Docker for

on-demand co-simulation instances in cloud environments, supporting collaborative research and education.
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